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ABSTRACT 

This paper considers the estimation of Cobb-Douglas production functions 
using panel data covering a large sample of companies observed for a small 
number of time periods. GMM estimators have been found to produce large 
finite-sample biases when using the standard first-differenced estimator. These 
biases can be dramatically reduced by exploiting reasonable stationarity 
restrictions on the initial conditions process. Using data for a panel of R&D- 
performing US manufacturing companies we find that the additional 
instruments used in our extended GMM estimator yield much more reasonable 
parameter estimates. 

"In empirical practice, the application of panel methods to  micro-data 

produced rather unsatisfactory results: low and often insignificant cap- 

ital coefficients and unreasonably low estimates of returns to scale." 

- Griliches and Mairesse (1998). 

1. Introduction 

The estimation of simple Cobb-Douglas production functions from company 

panel data has become something of a graveyard for panel data estimation meth- 

Copyright O 2000 by Marcel Dekker, Inc. www.dekker.com 
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322 BLUNDELL AND BOND 

ods. As detailed in the recent paper by Griliches and Mairesse (1998), simple OLS 
regressions yield plausible parameter estimates, in line with evidence from factor 

shares and generally consistent with constant returns to scale. But attempts to 

control for unobserved heterogeneity and simultaneity - both likely sources of bias 

in the OLS results - have tended to yield less satisfactory parameter estimates. 

In particular, the application of GMM estimators which take first differences to 

eliminate unobserved firm-specific effects and use lagged instruments to correct 

for simultaneity in the first-differenced equations, has tended to produce very un- 

satisfactory results in this context (see, for example, Mairesse and Hall (1996)). 

In this paper we suggest that these problems are related to the weak correla- 

tions that exist between the current growth rates of firm sales, capital and employ- 

ment, and the lagged levels of these variables. This results in weak instruments in 

thc context of the first-differenced GhilM estimator. In an earlier paper ( Blundell 

and Bond, 1998) we showed that weak instruments could cause large finite-sample 

biases when using the first-differenced GMM procedure to estimate autoregressive 

models for moderately persistent series from moderately short panels. We also 

showed that these biases could be dramatically reduced by incorporating more 

informative moment conditions that are valid under quite reasonable stationarity 

restrictions on the initial conditions process. Essentially this results in the use of 

lagged first-differences as instruments for equations in levels, in addition t o  the 

usual lagged levels as instruments for equations in first-differences (cf. Arellano 

and Bover, 1995). 

Here we analyse whether similar issues are present in the production function 

application, and whether the extended GMM estimator gives more reasonable 

results in this context. Using a panel of R&D-performing US manufacturing 

firms similar to that used by Mairesse and Hall (1996), we first confirm that 

the first-differenced GMM estimator yields a low and statistically insignificant 

capital coefficient, and suggests sharply decreasing returns to scale. We then 

show that the sales, capital and employment series are highly persistent, and that 

the instruments used by the first-differenced estimator contain little information 

about the endogenous variables in first-differences. Using the extended GMM 
estimator. we find much more reasonable results: that is, we find a higher and 

strongly significant capital coefficient, and we do not reject constant returns to 

scale. The additional instruments used in this extended GMM estimator are not 

rejected in this application, and we confirm that the lagged first-differences are 
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GMM ESTIMATION WITH PERSISTENT PANEL DATA 323 

informative instruments for the endogenous variables in levels. We also show that 

imposing constant returns to scale produces more reasonable results when the 

first-differenced GMM estimator is used. One further feature of our results is the 

importance of allowing for an AR(1) component in the production function error 

term. We need to allow for this serial correlation in order to obtain any valid 

lagged internal instruments for equations in first-differences or equations in levels. 

The rest of the paper is organised as follows. Section 2 sets out the production 

function specification we estimate. Section 3 reviews the first-differenced GMM 
estimator, describes the extended 'system' GMM estimator, discusses the validity 

of the additional moment conditions which this estimator exploits in the produc- 

tion function context, and discusses how the validity of these additional moment 

conditions can be tested. Section 4 briefly describes the data we use, and Section 

5 presents our empirical results. Section 6 concludes. 

2. Model 

We consider the Cobb-Douglas production function 

where yit is log sales of firm i in year t ,  nit is log employment, kit is log capital stock 

and yt is a year-specific intercept reflecting, for example, a common technology 

shock. Of the error components, qi is an unobserved time-invariant firm-specific 

effect, vit is a possibly autoregressive (productivity) shock and mit reflects serially 

uncorrelated measurement errors. Constant returns to scale would imply Pn+Pk = 

1. but this is not necessarily imposed. 

We are interested in consistent estimation of the parameters (Pn, Pk, p)  when 

the number of firms (N)  is large and the number of years (T) is fixed. We maintain 

that both employment (nit) and capital (kit) are potentially correlated with the 

firm-specific effects (qi), and with both productivity shocks (eit) and measurement 

errors (mit) .  
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324 BLUNDELL AND BOND 

The model has a dynamic (common factor) representation 

subject to two non-linear (common factor) restrictions .ir2 = -7rln5 and T* = 

-7r37r5. Given consistent estimates of the unrestricted parameter vector T = 

(7rTTI, 7r2, TS,  7r4, r5) and v a r ( ~ ) ,  these restrictions can be (tested and) imposed using 

minimum distance to obtain the restricted parameter vector (Pn, Pk, p). Notice 

that wit = eit - MA(0) if there are no measurement errors (uar(m,) = 0), and 

wit - MA(1) otherwise. 

3. GMM estimation 

3.1. First differences 

A standard assumption on the initial conditions (E [xileit] = E [xilmit] = 0 

for t = 2, . . . , T) yields the following moment conditions 

for s 3 2 when wit N MA(O), and for s 3 3 when wit - MA(1). This allows the 

use of suitably lagged levels of the variables as instruments, after the equation 

has been first-differenced to eliminate the firm-specific effects (cf. Arellano and 

Bond, 1991). 

Note however that the resulting first-differenced GMM estimator has been 

found to have poor finite sample properties (bias and imprecision) when the lagged 

levels of the series are only weakly correlated with subsequent first differences, so 

that the instruments available for the first-differenced equations are weak (cf. 

Blundell and Bond, 1998). This may arise here when the marginal processes for 

employment (,nit) and capital (kit) are highly persistent, or close to random walk 

processes, as is often found to be the case. 

To be more precise about these statements, consider the AR(1) model 
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GMM ESTIMATION WITH PERSISTENT PANEL DATA 325 

where vit here is serially uncorrelated ( p  = 0). The instruments used in the 
standard first-differenced GMM estimator become less informative in two impor- 

tant cases. First, as the value of the autoregressive parameter a increases towards 

unity; and second, as the variance of the firm-specific effects (qi) increases relative 

to the variance of the transitory shocks (vit). For simplicity, consider the case with 

T = 3. In this case, the moment conditions corresponding to the first-differenced 

GMM estimator reduce to a single orthogonality condition. The first-differenced 

GMM estimator then corresponds to a simple instrumental variable (IV) estimator 

with reduced form (instrumental variable regression) equation 

For sufficiently high autoregressive parameter a or for sufficiently high vari- 

ance of the firm-specific effects, the least squares estimate of the reduced form 

coefficient T can be made arbitrarily close to zero (see Blundell and Bond, 1998). 

In this case the instrument yil is only weakly correlated with Ayi2. We find that 

plim?? + 0 as CY + 1 or as (u:/uE) --+ m, which are the cases in which the first 

stage F-statistic is 0,(1). 

Blundell and Bond (1998) characterise this problem of weak instruments using 

the concentration parameter of Nelson and Startz (1990a,b) and Staiger and Stock 

(1997). First note that the F-statistic for the first stage instrumental variable 

regression converges to a noncentral chi-squared with one degree of freedom. The 

concentration parameter is then the corresponding noncentrality parameter which 

we label 7 .  The IV estimator performs poorly when T approaches zero. Assuming 

covariance stationarity, T has the following simple characterisation in terms of the 

parameters of the AR(1) model 

The performance of the first-differenced GMM estimator in this AR(1) specifica- 

tion can therefore be seen to deteriorate as cu -+ 1, as well as for increasing values 

of (a2,/a,2). 
Blundell and Bond (1998) also report some results of a Monte Carlo study 

which investigates the finite sample properties of these GMM estimators in the 

AR(1) model. In Table I we present some specific examples that highlight the 

issues involved. We consider sample sizes with N = 100 and 500, T = 4 and 

D
ow

nl
oa

de
d 

by
 [

b-
on

: B
ib

lio
te

ca
 d

o 
co

nh
ec

im
en

to
 o

nl
in

e 
U

T
L

] 
at

 0
3:

30
 2

9 
O

ct
ob

er
 2

01
2 



BLUNDELL AND BOND 

TABLE I 

Simulation Results 

DIF SYS 

The table reports means (standard deviations) from experiments with T = 4 and 1000 
replications. The model is yit = ayiSt.l + qi + vit, with var(qi) = var(vit) = 1 and initial 
conditions drawn from the stationary distribution for yil. Results are reported for two-step 
GMM estimators. 

Source: Blundell and Bond (1998), Table 2(a). 

values for a of 0.5, 0.8 and 0.9. In all cases reported here, a t  = a: = 1 and the 

initial conditions yil satisfy covariance stationarity. These results illustrate the 

poor performance of the first-differenced GMM estimator (DIP) at high values 

of a. Table I column 'DIF' presents the mean and standard deviation for this 

estimator in the Monte Carlo simulations. Consider the experiments where cr is 
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GMM ESTIMATION WITH PERSISTENT PANEL DATA 327 

0.8 or 0.9. For the first-differenced GMM estimator we find both a huge downward 

bias and very imprecise estimates. This is consistent with our analysis of weak 

instruments. For this reason, we consider further restrictions on the model which 

may yield more informative moment conditions. 

3.2. Levels 

If we are willing to assume that E [Anitv:] = E [ A k i t ~ : ]  = O and that the 

initial conditions satisfy E [Ayi2qf] = 0, then we obtain the additional moment 

conditions 

E [Axi,t-s($ + wit)] = 0 (3.5) 

for s = 1 when wZt N MA(O),  and for s = 2 when wtt N M A ( l ) . '  This allows 

the use of suitably lagged first differences of the variables as instruments for 

the equations in levels (cf. Arellano and Bover, 1995). Both sets of moment 

conditions can be exploited as a linear GMM estimator in a system containing both 

first-differenced and levels equations. Combining both sets of moment conditions 

provides what we label the system (SYS) GMM estimator. 

For the AR(1)  model, Table I shows that there can be dramatic reductions 

in finite sample bias from exploiting additional moment conditions of this type, 

in cases where the autoregressive parameter is only weakly identified from the 

first-differenced equations. This can also result in substantial improvements in 

precision. In contrast to the DIF estimator, there is virtually no bias and much 

better precision, even in the smaller sample size and for a of order 0.8. 

3.3. Validity of the levels restrictions 

To consider when these additional assumptions are likely to be valid in a 

multivariate context, we briefly consider the model 

and close this by considering the following AR(1)  process for the regressor 

Thus 6 # 0 allows the level of zit to be correlated with rli, and we also allow 

'Further lagged differences can be shown to be redundant here if all available moment con- 
ditions for the equations in first differences are exploited. See Ahn and Schmidt (1995) and 
Arellano and Bover (1995). 
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328 BLUNDELL AND BOND 

E [uiteit] # 0. Both disturbances ett and uit are here assumed to be serially 

uncorrelated, and uncorrelated with the individual-specific effects qi. 

First notice that by repeated substitution after first-differencing (3.7), we can 

write 
t-3 

so that Axit will be correlated with 77% if and only if Axi2 is correlated with qi. To 

guarantee E j A ~ , ~ q ~ ]  = 0 we require the initial conditions restriction 

which would be satisfied under covariance stationarity of the xit process. 

Given this restriction, writing Aytt similarly as 

shows that Aytt will be correlated with 77% if and only if Ayt2 is correlated with 

vl To guarantee E [Ayt2qt] = 0 we then require the similar initial conditions 

restriction 

which would again be satisfied under covariance stationarity. Thus joint station- 

arity of the yit and xit processes is sufficient (but not necessary) for the validity 

of the additional moment restrictions for the equations in levels. 

In our production function application, the moment conditions (3.5) would 

therefore be valid if the first moments of (nit, kit, yit) were time-invariant (condi- 

tional on the common year dummies). However, this condition of jointly station- 

ary means is stronger than required. For example, if the conditional model (3.6) 

has generated the yit series for sufficiently long prior to our sample period for any 

influence of the true initial conditions to be negligible, an expression analogous to 

(3.10) shows that if Axi, is uncorrelated with qi in all periods, then Ayit will be 

uncorrelated with qi, even if the means of zit and hence yit are time-varying. 

3.4. Testing the validity of the levels restrictions 

As these additional moment conditions are overidentifying restrictions, their 

validity in a particular application can be tested using standard GMM tests of 
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GMM ESTIMATION WITH PERSISTENT PANEL DATA 329 

overidentifying restrictions. In particular, a SarganIHansen test statistic can be 

based on the minimised value of the GMM criterion for the system GMM estima- 

tor. Moreover. since the moment conditions used by the first-differenced GMM 

estimator are a strict subset of those used by the system GMM estimator, a Differ- 

ence Sargan test based on difference between the two standard Sargan statistics 

provides a more specific test of the additional moment conditions exploited by 

the system GMM estimator. Tests based on the minimised values of the two-step 

GMM criteria will have convenient chi-squared asymptotic  distribution^.^ 
One potential concern is that the small sample bias found for the first-differenced 

GMM estimator in the presence of weak instruments may give rise to serious size 

distortions in the behaviour of the associated Sargan test, and hence also in the 

Difference Sargan test. To investigate this, Table I1 reports the rejection frequen- 

cies obtained for these test statistics, using their asymptotic critical values at 

nominal lo%,  5% and 1% levels, in the Monte Carlo experiments of Table I. We 

do observe some tendency for these test statistics to reject a valid null hypothesis 

too often in these experiments, and this tendency is greater at higher values of 

the autoregressive parameter a. However these size distortions are not great, and 

they do not appear to be driven by particularly unreliable behaviour of the Sar- 

gan statistic for the first-differenced estimator. We also note that negative values 

were obtained for the Difference Sargan statistic in over 10% of the replications 

at cr = 0.9." 

A second potential concern is whether these tests have power to detect invalid 

moment conditions in this context. For example, Sowell (1996) shows that the 

standard Sargan test has no power against certain violations of moment conditions 

in a time-series setting. However simulations reported in Blundell and Bond (1998) 

suggest that the Sargan tests do have power to detect invalidity of the additional 

moment conditions used in the levels equations of the system GMM estimator, at 

least in the context of non-stationary initial conditions in an AR(1) model. 

4. Data 

The data we use is a balanced panel of 509 R&D-performing US manufactur- 

ing companies observed for 8 years, 1982-89. This data was kindly made available 

2See Arellano and Bond (1991) for a discussion of these test procedures in the context of 
dynamic panel data models. 

jNegative values were treated as not rejecting the null hypothesis in the reported rejection 
frequencies. 
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TABLE 11 

Rejection Frequencies 

BLUNDELL AND BOND 

a) Sargan test: first-differenced GMM 

b) Sargan test: system GMM 

C) Difference Sargan test 

N 

100 

10% 5% 1% 

9.2 4.9 0.9 

a 

0.5 

% negative 

5.8 
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GMM ESTIMATION WITH PERSISTENT PANEL DATA 33 1 

to us by Bronwyn Hall, and is similar to that used in Mairesse and Hall (1996), 

although the sample of 509 firms used here is larger than the final sample of 442 

firms used in Mairesse and Hall (1996). Capital stock and employment are mea- 

sured at the end of the firm's accounting year, and sales is used as a proxy for 

output. Further details of the data construction can be found in Mairesse and 

Ha11 (1996). 

5. Results 

5.1. Basic production function estimates 

Table I11 reports results for the basic production function, not imposing con- 

stant returns to scale, for a range of estimators. We report results for both the 

unrestricted model (2.3) and the restricted model (2. I) ,  where the common factor 

restrictions are tested and imposed using minimum distancee4 We report results 

for a one-step GMM estimator,"or which inference based on the asymptotic 

variance matrix has been found to be more reliable than for the (asymptotically) 

more efficient two-step estimator. Simulations suggest that the loss in precision 

that results from not using the optimal weight matrix is unlikely to be large (cf. 

Blundell and Bond, 1998). 

As expected in the presence of firm-specific effects, OLS levels appears to give 

an upwards-biased estimate of the coefficient on the lagged dependent variable, 

whilst within groups appears to give a downwards-biased estimate of this coeffi- 

cient. Note that even using OLS, we reject the hypothesis that p = I ,  and even 

using within groups we reject the hypothesis that p = 0. Although the pattern of 

signs on current and lagged regressors in the unrestricted models are consistent 

with the AR(1) error-component specification, the common factor restrictions are 

rejected for both these estimators. They also reject constant returns to scale.6 

The validity of lagged levels dated t-2 as instruments in the first-differenced 

equations is clearly rejected by the Sargan test of overidentifying re~trictions.~ 

"he unrestricted results are computed using DPD98 for GAUSS (see Arellano and Bond, 
1998). The common factor restrictions are imposed using GAUSS, using a linearised minimum 
distance procedure described in Blundell, Bond and Meghir (1996). 

'The one-step GSIhI estimator uses a weight matrix that does not depend on unknown 
parameters or residuals. For the first-differenced GMM estimator, we use the weight matrix 
discussed in Arellano and Bond (1991). For the system GMM estimator, we use the weight 
matrix discussed in Blundell and Bond (1998). 

"he table reports p-values from minimum distance tests of the common factor restrictions 
and Wald tests of the constant returns to scale restrictions. 

p-values reported. 
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BLUNDELL AND BOND 

TABLE III 

Production Function Estimates 

nt 

OLS Within DIF DIF SYS SYS 
Levels groups t-2 t-3 t-2 t-3 

0.479 0.488 0.513 0.499 0.629 0.472 
(. 029) (. 030) (. 089) ( . lo ] )  (. 106) (.112) 

S argan 

Dif Sargan 

CRS 1 .000 .OOO .OOO .006 ,922 .64 1 

.OO 1 .073 .OOO .032 

.OO 1 .lo2 

P 

Comfac 

Asymptotic standard errors in parentheses. 

Year dummies included in all models. 

0.964 0.512 0.377 0.448 0.509 0.565 
(. 006) (. 022) (. 049) (. 073) (. 048) (. 078) 

.OOO ,000 .014 .711 ,012 .772 
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GMM ESTIMATION WITH PERSISTENT PANEL DATA 333 

This is consistent with the presence of measurement errors. Instruments dated 
t-3 (and earlier) are accepted. and the test of common factor restrictions is easily 

passed in these first-differenced GMM results. However the estimated coefficient 

on the lagged dependent variable is barely higher than the within groups estimate. 

We expect this coefficient to be biased downwards if the instruments available are 

weak (cf. Blundell and Bond (1998) and Table I). Indeed the differenced GMM 

parameter estimates are all very close to the within groups results. The estimate 

of 3k is low and statistically weak, and the constant returns to scale restriction is 

rejected. 

The validity of lagged levels dated t-3 (and earlier) as instruments in the 

first-differenced equations, combined with lagged first differences dated t-2 as in- 

struments in the levels equations, appears to be marginal in the system GMM 

estimator. However this is partly reflecting the increased power of the Sargan 

test to reject the instruments used in the first-differenced equations. A Difference 

Sargan statistic that specifically tests the additional moment conditions used in 

the levels equations accepts their validity at the 10% level. The system GMM 

parameter estimates appear to be reasonable. The estimated coefficient on the 

lagged dependent variable is higher than the within groups estimate, but well be- 

low the OLS levels estimate. The common factor restrictions are easily accepted, 

and the estimate of pk is both higher and better determined than the differenced 

Notes to TABLES 111, IV and VI 

ml  and m2 are tests for first-order and second-order serial correlation, asymptot- 
ically N(0,l). We test the levels residuals for OLS levels, and the first-differenced 
residuals in all other columns. 

Sargan is a test of the over-identifying restrictions for the GMM estimators. P- 
values are reported. 

Dif Sargan is a test of the additional moment conditions used in the system 
GMM estimators relative to the corresponding first-differenced GMM estimators. 
P-values are reported. 

Comfac is a minimum distance test of the non-linear common factor restrictions 
imposed in the restricted models. P-values are reported. 

CRS is a Wald test of the constant returns to scale hypothesis ,8, + ,Bk = 1 in the 
restricted models. P-values are reported 
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334 BLUNDELL AND BOND 

GMRl estimate. The constant returns to scale restriction is easily accepted in the 

system GMM  result^.^ 

5.2.  Diagnosis 

If the system GMM results are to be our preferred parameter estimates, we 

have to explain why the differenced GMM results should be biased. If the in- 

struments used in the first-differenced estimator are weak, then the differenced 

GLlLI results are expected to be biased zn the dzrectzon of wzthzn groups. Note 

that the first-differenced (one-step) GMM estimator coincides with a 2SLS es- 

timator, exploiting the same moment conditions, when the firm-specific effects 

are eliminated using the orthogonal deviations transformation, rather than tak- 

ing first-differences (Arellano and Bover, 1995). Note also that OLS in the model 

transformed to orthogonal deviations coincides with within groups (Arellano and 

Bover, 1995). and that weak instruments will bias 2SLS in the direction of OLS 

(Nelson and Startz, l99Oa,b). Hence weak instruments will bias this particular 

2SLS estimator (which coincides with first-differenced GMM) in the direction of 

within groups. Thus the similarity between our differenced GMM and within 

groups results suggests that weak-instruments biases may be important here. 

To investigate this further, Table IV reports simple AR(1) specifications for 

the three series, employment (nZt), capital (kZt) and sales (yZt). All three series 

are found to be highly persistent, although even using OLS levels estimates none 

is found to have an exact unit root. For the employment series, both differenced 

and system GMM estimators suggest an autoregressive coefficient around 0.9, and 

differenced GMM does not appear to be seriously biased. However for capital and 

sales, whilst system GMM again suggests an autoregressive coefficient around 0.9, 

the differenced GMM estimates are found to be significantly lower, and close to 

the corresponding within groups estimates. These downward biases in differenced 

GMM estimates of the AR(1) models for capital and sales are consistent with 

the finite sample biases found in Blundell and Bond (1998) and illustrated in 

Table 1. Indeed the surprise is that differenced GMM gives reasonable results 

for the employment series. One difference is that the variance of the firm-specific 

"ne puzzle is that we find little evidence of second-order serial correlation in the first- 
differenced residuals (i.e. an MA(1) component in the error term in levels), although the use 
of instruments dated t-2 is strongly rejected. It may be that the eZt productivity shocks are 
also .21A(1). in a way that happens to offset the appearance of serial correlation that would 
otherwise result from measurement errors. 
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TABLE IV 

AR(1) Model Estimates 

Labour (n,) 

m l  

m2 

Sargan 

Dif Sargan 

Capital (kt) 

m l  

m2 

Sargan 

Dif Sargan 

Sales (yd 

m l  

m2 

S argan 

Dif Sargan 

OLS Within DIF SYS SYS 
levels Groups t-3 t-3 t-4 

Asymptotic standard errors in parentheses. 

Year dummies included in all models. 
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TABLE V 

Reduced Form Equations for 1989 

Wald 

R 

Labour 

Wald 

R2 

Capital 

Sales 

First Differences Levels 

.021 .082 

.032 .019 

First Differences: Reduced Form regression of Ax,., on xt-3, xt-4, . . . , xt-7. 

Levels: Reduced Form regression of xt.l on Axt.*,  AX^.^, . . . , Axt.6. 

Wald: p-value testing Ho: slope coefficients jointly zero. 

R2: coefficient of determination. 

effects, relative to the variance of transitory shocks, is found to be Iower for the 

employment series. The ratio of these variances is around 1.2 for employment, 

but 2.2 for capital and 1.7 for sales. 

Table V reports some properties of the reduced form regressions from the 

AR(1) models. We focus on the 1989 cross section, where the largest set of lagged 

instruments is available. The reduced form regression for the first-differenced 

estimator relates Axitss to X , J ~  and further lags. These instruments are jointly 

significant in the employment reduced form, but not for capital or sales. This helps 

to explain why the differenced GMM estimator performs poorly in the models for 
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TABLE VI 

Production Function Estimates imposing CRS 

m l  

m2 

Sargan 

Dif Sargan 

Comfac 

OLS Within DIF SYS 
Levels Groups t-3 t-3 

Asymptotic standard errors in parentheses. 

Year dummies included in all models. 

capital and sales. The reduced form regression for the levels equations relates 

xi,@ to n ~ ~ , ~ ~  and further lags. These instruments are jointly significant in the 

capital reduced form, although not for sales. This helps to explain why the system 

GMM estimator, which exploits both sets of moment conditions, works well for 

the capital series. 
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338 BLUNDELL AND BOND 

These results suggest that weak instruments biases are a potential problem 

when relying on first-differenced GMM estimators using these persistent series. 

This does not necessarily imply that weak instruments will be a problem when 

estimating the production function, since it may be that lagged combinations of 

the three series will be more informative than the lagged levels of any one series 

alone. However our results in Table I11 suggest that there may be important 

finite sample biases affecting the differenced GMM estimates of the production 

function. Moreover it is no surprise that the largest biases appear to be found on 

the coefficients for capital and lagged sales. 

5.3. Constant returns to scale 

Our preferred system GMM results in Table I11 accept the validity of the 

constant returns to scale restriction. Table VI considers imposing this restriction 

using each of the estimators. Two points are noteworthy. First, the validity 

of the moment conditions used to obtain the system GMM estimates becomes 

less marginal after imposing constant returns to scale. However the parameter 

estimates are very close to those found in Table 111, and the common factor 

restriction continues to hold. 

Second, the first-differenced GMM estimates are now much closer to the system 

GhIM results, and not so close to the within groups estimates. Imposing constant 

returns to scale here seems to reduce the weak instruments biases in the differenced 

GMM estimates, possibly because the capital-labour ratzo is less persistent than 

the levels of either series. This may provide some justification for the practice 

of imposing constant returns to scale in order to obtain reasonable estimates of 

the coefficient on capital, even though the restriction tends to be rejected with 

first-differenced estimators. 

Both these points increase our confidence that the system GMM estimator 

works well in this application. 

6. Conclusions 

In this paper we have considered the estimation of a simple Cobb-Douglas 

production function using an 8 year panel for 509 R&D-performing US manufac- 

turing companies. Our findings suggest the importance of finite-sample biases due 

to weak instruments when the first-differenced GMM estimator is used, although 
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these biases appear less important when constant returns to scale is imposed. We 

obtain much more reasonable results using the system GMM estimator: specifi- 

cally we find a higher and strongly significant capital coefficient, and we do not 

reject constant returns to scale. We find that the additional instruments used in 

the system GMM estimator are both valid and informative in this context. 

Whilst it would be dangerous to generalise from this one application, we can 

also report encouraging results from other applications of the system GMM ap- 

proach. This has been applied to production function data for Britain and Ger- 

many (Bond, Harhoff and Van Reenen, 1998), to labour demand equations (Blun- 

dell and Bond, 1998), to investment equations (Bond, Harhoff and Van Reenen, 

1999) and to cross-country growth regressions (Bond, Hoeffler and Temple, 1998). 

In each context the additional moment restrictions exploited by the system GMM 

estimator appear to be valid, and they appear to be useful in reducing finite- 

sample biases associated with first-differenced GMM. 
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